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A SYSTEMATIC REVIEW ON IDENTIFICATION OF 
EXCITATION SYSTEMS FOR SYNCHRONOUS GENERATORS

ABSTRACT

This paper presents the state of the art on system identification applied to excitation systems. First, general 
overviews about system identification and excitation systems for synchronous generators are presented, highlighting 
the unique characteristics imposed by the excitation systems in an identification process. Then, a bibliographic 
classification method based on the excitation system characteristics was designed, which provides a results matrix 
condensing the topics addressed by more than 40 reviewed publications. From the results analysis the state of 
the art in excitation system identification was established, and open research areas in the topic were recognized.
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REVISIÓN SISTEMÁTICA EN IDENTIFICACIÓN DE SISTEMAS DE 
EXCITACIÓN PARA GENERADORES SINCRÓNICOS

RESUMEN

Este artículo presenta el estado del tema en identificación de sistemas aplicada a sistemas de excitación. 
Primero se presenta una visión general de identificación de sistemas y de los sistemas de excitación de generadores 
sincrónicos, resaltando las características impuestas por los sistemas de excitación en un proceso de identificación. 
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Luego se presenta el diseño de un método de clasificación basado en las características de los sistemas de excitación. 
El resultado del método es una matriz que condensa los asuntos discutidos en más de 40 publicaciones. El estado 
se establece desde el análisis de los resultados y adicionalmente se reconocen áreas abiertas de investigación en 
la identificación de sistemas de excitación.

PALABRAS CLAVE: Sistema de excitación; generador sincrónico; identificación de sistemas; revisión sis-
temática.

REVISÃO SISTEMÁTICA EM IDENTIFICAÇÃO DE SISTEMAS DE EXCITAÇÃO 
PARA GERADORES SINCRÓNICOS

RESUMO

Este artigo apresenta o estado do tema em identificação de sistemas aplicada a sistemas de excitação. Pri-
meiro apresenta-se uma visão geral de identificação de sistemas e dos sistemas de excitação de geradores sincró-
nicos, realçando as características impostas pelos sistemas de excitação em um processo de identificação. Depois 
se apresenta o desenho de um método de classificação baseado nas características dos sistemas de excitação. O 
resultado do método é uma matriz que condensa os assuntos discutidos em mais de 40 publicações. O estado 
estabelece-se desde a análise dos resultados e adicionalmente reconhecem-se áreas abertas de investigação na 
identificação de sistemas de excitação.

PALAVRAS-CÓDIGO: Sistema de excitação; gerador sincrónico; identificação de sistemas; revisão sistemática.

research in the topic because open research issues 
are not evident.

To investigate in fields in which there is no 
previous knowledge or experience, it is possible to 
collect articles on the topic and try to identify open 
research issues. The success of this task is often as-
sociated with the researcher’s experience. However, 
for those who start as young researchers and for 
those who choose to work in unfamiliar areas, tools 
to detect open research issues will be useful.

This paper presents the state of the art on sys-
tem identification applied to excitation systems. First, 
general overviews about system identification and 
excitation systems for synchronous generators are 
given. Then, a bibliographic classification method is 
presented, which is used to review the publications in 
excitation system identification, to establish the state 
of the art, and to detect open research issues in the 
topic. The paper is organized as follows: a general 
description of system identification is presented in 

1.  INTRODUCTION

The stability analyses support the planning 
and operation of power systems. The accuracy of 
stability studies depends on the model structures and 
parameters of the power system elements such as 
synchronous generators, excitation systems, turbines, 
and speed governors. A large number of generation 
companies around the world do not have appropri-
ate models for these studies, particularly because 
they have no precise parameter values.

Nowadays there is renewed interest on the 
identification of excitation systems. This renewed 
interest is because regulators have recommended 
testing and verifying models of the elements in power 
generating units, among these excitation system 
models, as reported by Karl and Schaefer (2004) and 
Veloza and Cespedes (2006). The excitation system 
identification is a research topic well explored, i.e. 
there are a large number of publications about this 
subject, creating a challenge for those who want to 
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section 2, where a flow chart showing the four basic 
identification stages and some important aspects about 
each identification stage are discussed. Section 3 deals 
with the excitation systems for synchronous genera-
tors. The elements and signals that shape the excita-
tion system and the excitation system classification 
according to the power source used for excitation are 
presented in this section. The modeling of excitation 
systems published and standardized by IEEE, and the 
characteristics of excitation system models are also 
presented. The state of the art in system identification 
applied to excitation systems is provided in section 4. 
To establish the state of the art, a bibliographic clas-
sification method was designed. The method was also 
used to review the publications in excitation system 
identification and to detect open research issues in the 
topic. In addition, the steps to develop the classifica-
tion method are presented in this section. Finally, the 
conclusions are given in section 5.

2. BACKGROUND ON SYSTEM 
IDENTIFICATION

This section gives a general background on 
system identification to contextualize the analysis and 
results given in this paper. The background is mainly 
based on traditional references for system identifica-
tion such as Eykhoff (1974), Söderström and Stoica 
(1989), and Ljung (1999), providing the required 
knowledge to extract the particular requirements for 
excitation system identification.

Figure 1 presents a flow chart that describes a 
general identification process. To identify a system, 
an experiment to collect input/output data of the 
system should be designed and carried out. The 
intended application and the previous knowledge 
about the model are used to design the experiment. 
The experiment consists in applying some perturba-
tion signal, e.g. a step signal, sinusoidal signals, rich 
in frequency binary signals, etc., and sampling the 
input/output signals with a data acquisition system. 
The input/output data are recorded and stored for 
their pre-processing.

The next step is to select a model structure 
taking into account the knowledge about the system 
behavior to increase the possibilities of a successful 
identification. Then, the method to estimate the 
parameters of the chosen model is selected. These 
steps take into account the prior knowledge and the 
future use of the model. Among the criteria to select 
the estimation method are the model structure and 
the system operating conditions. Once the structure 
and the estimation method have been selected, a 
simulation is done in which the estimation algorithm 
adjusts the structure parameters until the output 
signal meets a previously defined criterion.

The model can be validated comparing its out-
put against the system output to the same input and/
or comparing a parameter set of reference with the 
estimated parameters. Also, there are several indexes 
to validate the model, which are chosen depending 
on the intended application. If validation criteria are 
met, the identification process concludes; otherwise 
previous steps must be revised looking for possible 
sources of error until a proper representation of the 
system is obtained.

To provide a background on the identifica-
tion process given in figure 1, important aspects at 
each stage such as the input or excitation signals, the 
structure of linear models, the methods to estimate 
parameters and to validate models are discussed.

2.1  Input or excitation signals

At the design of the experiment stage, the 
most important aspects are the perturbation signal 
or input signal and the sampling time. Some input 
signals are the step signal, the sum of sinusoids, the 
chirp signal, and the pseudo-random binary signals. 
Detailed information of previous signals is found in 
Söderström and Stoica (1989) and Ljung (1999). A 
list of available programs on the Internet to generate 
some excitation signals in addition to its classification 
is found in Godfrey et al. (2005).
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2.2 The model structure

There are several ways to classify dynamic 
models and therefore their structures. Based on the 
number of inputs and outputs, the model can be: 
single input, single output; single input, multiple 
outputs; multiple inputs, single output; or multiple 
inputs, multiple outputs. Based on the input-output 
dependency, the models can be linear and nonlinear; 
they are linear when the output or outputs depend 
linearly on the input or inputs. Also there are para-
metric and non-parametric models, the former are 
described by a set of parameters and the latter can 
consist of a curve or graph.

There is another classification based on the do-
main model. There are time domain and frequency 
domain models. Differential and difference equations 
are examples of time domain models, which can be 
discrete or continuous. Particularly a continuous time 
model can be fitted to a discrete time data.

Figure 1. Flow chart of system identifi cation

2.3 Methods to estimate parameters

The methods to estimate parameters are clas-
sified as parametric and non-parametric. The non-
parametric method results are curves or functions 
from which parameters must be obtained; among 
these, the transient analysis of a step response and the 
frequency response analysis are found. The paramet-
ric method results are parameter vectors. The least 
square (LS) method is used to estimate static models 
of linear regression. An extension of this method 
allows estimating dynamic models. An LS general-
ization is the prediction error method (PEM), and 
another LS generalization is the instrumental variable 
(IV) method. There are instances in which PEM is 
known as the generalized minimum square (GLS) 
method. In other cases PEM could be interpreted as 
the maximum likelihood (ML) method. When the 
LS, IV, and PEM methods are applied to estimate 
parameters on line, they are known as recursive 
estimation methods or online estimation methods.

2.4 Methods to validate models

Validating a model can be compared with the 
larger amount of information on the real system as 
much as practical. There are several methods of vali-
dation that could clear the doubts about the model 
and could create confidence in its use. A natural 
validation method is to solve the problem that in-
spired the modeling exercise. If the model succeeds in 
solving the problem set forth, then this model can be 
considered valid, but this method can be expensive 
and not practical. There are other methods that help 
create confidence in using the model.

When the model structures are based in 
physical parameters, i.e., the excitation system models, 
an important method of validation is to compare the 
estimated values with their estimated variances. Some 
knowledge of possible values must exist. Another 
method of validation is to compare the response from 
the model and the real system to the same input. This 
method shows which characteristics of the real system 
the model reproduces and which it does not.
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The residual analysis is based on the residues 
that are part of the data that the model can not 
reproduce. Applying basic statistics on the residues 
some information can be had in regard to the model, 
but nothing convincing. The covariance between the 
residues and past inputs gives convincing informa-
tion. For example, if the covariance is small, there 
are some reasons to believe that the data is relevant. 
The correlation of the residues between themselves 
also gives convincing information; for example, if 
the residues correlation is small, this is a sign of a 
deficient model.

3.  EXCITATION SYSTEMS FOR 
SYNCHRONOUS GENERATORS

The excitation system is a control system as-
sociated with synchronous machines. When it works 
associated with a synchronous generator connected 
to the grid, its functions are to supply direct current 
to the generator field windings, regulate the genera-
tor terminal voltage, control the reactive power flow 
between the generator and the power grid, improve 
the stability of the power system, and provide limiting 
and control functions to the generator.

3.1 Elements and signals of excitation 
systems

Commonly, excitation systems are composed 
of a terminal voltage transducer, an automatic 
voltage regulator, an exciter and compensators. 
Sometimes, it also includes limitation and protection 
circuits, and a power system stabilizer as reported in 
IEEE (2006); see figure 2.

Terminal voltage transducer conditions the ter-
minal voltage to introduce it to the automatic voltage 
regulator (AVR). The AVR processes and amplifies the 
input signal to an appropriate level and form in order 
to control the exciter, which provides the power of 
direct current to the field winding of the generator. 
Protective and limiting systems include a wide number 
of control and protection circuits that guarantee the 
operation within the capability limits of the exciter 
and the generator. Power system stabilizer introduces 
damping to mitigate the oscillations of the power sys-
tem. Additional compensators could be introduced 
to deal with load transients, line drops, and reactive 
current. Finally, the excitation control system is com-
posed by the excitation system and the synchronous 
generator. The description of the excitation system 
signals depicted in figure 2 is given in table 1.

Figure 2. General block diagram for synchronous machine excitation control system
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Table 1. Description of the excitation system signals 
on fi gure 2

Variable Description

EFD
Exciter output voltage or synchronous machine 
fi eld voltage

IFD
Exciter output current or synchronous machine 
fi eld current

IT Synchronous machine terminal current phasor

VC
Output of terminal voltage transducer and load 
compensation elements

VOEL Overexcitation limiter output

VR Voltage regulator output

Vs Power system stabilizer output

VSI Power system stabilizer input

VREF Voltage regulator reference voltage

IT Synchronous machine terminal voltage phasor

VUEL Underexcitation limiter output

3.2  Excitation systems classification

Excitation systems are classified in three groups 
according to the power source used for excitation 
(IEEE, 2006). Direct current (DC) excitation systems 
use direct current generators to feed the field 
windings of the synchronous machine. Alternate 
current (AC) excitation systems use alternate current 
generators in sets with rotary or static rectifiers to 
feed the field winding of the generator. Static (ST) 
excitation systems can be composed by transformers 
and rectifiers that feed with direct current the 
generator field winding.

In each one of the previous categories there 
are systems with distinctive characteristics that dif-
ferentiate them, producing new subcategories. For 
almost each subcategory there is a model that rep-
resents the system (IEEE, 2006).

3.3  Modeling of excitation systems

In 1968 IEEE Power Engineering Society re-
leased a report about most widely known excitation 

system models in the USA and Canada (IEEE, 1968). 
The purpose of that document was to normalize no-
menclature and structure of models existing at that 
time. The scope of the models is limited to studies of 
power systems. The parameters of those models are 
presented in per-unit system. Some nonlinearities, 
such as the magnetic saturation of rotating exciters 
and limits of the regulator signals, are presented. The 
models in IEEE (1968) were not the first models of 
excitation systems, but they were the first normalized 
models.

In 1981 the IEEE Working Group on Computer 
Modeling of Excitation System extended the work 
presented in IEEE (1968) in a new publication, IEEE 
(1981). The proposed models, which have been 
widely used by the industry, were improved for 
the new excitation systems that were not properly 
represented by the older models. In 1992 the rec-
ommended practice of the excitation system models 
for power systems stability studies is consolidated by 
IEEE. In this standard, models for the load compen-
sator and the voltage transducer are presented. Per 
unit system, and the representation of the magnetic 
saturation, the regulation of rectifiers and the limits 
of signals are described too.

In IEEE (1996) new models were introduced 
representing the new equipment that had control-
lers based on digital technology; the models were 
presented in the continuous time domain to be 
used jointly with the models already proposed and 
programmed with available software. These models 
consider the flexibility that controllers based on digital 
technology have, particularly taking into account the 
use of PI and PID controllers.

Review and update of the practice recom-
mended in 1992 was published in IEEE (2006). An 
extension presented is a new model for the load 
compensator. The most relevant change is the fact 
that it includes systems based on digital technology. 
This change is evidenced in the fact that PID or PI 
controllers that could be easily programmed in digital 
processors are included. Underexcitation and over-
excitation limiters models are presented too, on real 
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time domain to be used jointly with those already 
proposed and to be easily programmed in packages 
of power systems analysis.

The main characteristics of the described 
excitation system models are:

• Excitation systems are represented through 
mathematical models on the bases of physical 
laws that describe the equipment. Some models 
have one input and one output, and some oth-
ers have two inputs and one output; generally 
the output variable is the generator field voltage 
EFD.

• These models have a reduced order and do not 
represent all the dynamics of the control loop. 
The models are in the continuous time domain, 
although some represent excitation systems 
based on digital technology. In addition, the 
models are described by a set of concentrated 
parameters, which are invariants in time.

• Some of the models include nonlinearities such 
as signal limits, magnetic saturation of rotating 
exciters, and the nonlinear effect of rectifier reg-
ulation. According to IEEE (2006), the models 
are valid for frequency deviations of ± 5 % from 
rated frequency and oscillation frequencies up 
to 3 Hz.

4.  SYSTEM IDENTIFICATION 
APPLIED TO EXCITATION 
SYSTEMS

Generally, scientific publications about system 
identification applied to excitation systems cover all 
the stages of the identification process, addition-
ally excitation systems exhibit unique characteristics 
when they are identified. Each publication on excita-
tion system identification is focused on some of the 
identification stages and takes into account some of 
the unique characteristics of excitation systems.

To establish the state of the art of excitation 
system identification a bibliographic classification 
method has been designed to review the publica-
tions, and to detect open research issues in the topic. 

The method is developed in three steps. First, the 
characteristics in excitation system identification and 
consequent conditions that should be fulfilled in an 
identification process are defined. Then, an assess-
ment system based on the conditions defined in the 
first step is designed. The third step consists of reading 
and assessing every article by using the assessment 
system to identify distinctive characteristics and con-
dense the information obtained in a results matrix.

4.1 Characteristics of excitation 
system identification

Based on the prior knowledge, five charac-
teristics of excitation system identification and four 
consequent conditions are defined to assess the se-
lected articles. The criterion to select the papers to be 
reviewed considers paper titles or abstracts focused 
on system identification or parameter estimation of 
excitation systems. The characteristics adopted are:

a. Since the excitation system (EXS) must work in 
closed loop with feedback from the generator 
terminals, the identification experiments should 
be performed under this condition. When a sys-
tem operates in closed loop, the dynamics of 
the system elements affect each other, making 
it difficult to estimate them, as reported in Lan-
dau and Zito (2006). The experiment to identify 
the EXS can be carried out in open loop with 
no connection to the generator, but this would 
mean that the system would not be identified in 
its most common operation state.

b. The EXSs are modeled in detail by standard 
models accepted by engineers to analyze the 
power system, and analysis software packages 
have most of those models, or at least those 
that can be implemented in their libraries. This 
means that detailed structures of the models to 
be used in the identification are available.

c. The EXS belongs to a costly process that oper-
ates continuously, so the generator availability 
should be maintained. This means that the ex-
periment for identification purposes must be 
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carried out in short periods of time and prefer-
ably with the generator connected to the power 
system.

d. There are several types of excitation systems 
and each one has specific requirements for 
identification. For example, brushless excitation 
systems do not have the generator field signals 
available for measurement. In this case, the ter-
minal voltage signal is measured including the 
generator in the identified model. Static excita-
tion systems generate noise due to the bridge 
rectifier. This noise affects directly the generator 
field signal, thereby increasing the difficulty in 
the estimation process. Filtering the noise may 
filter also the dynamics of the system.

e. Since the generator can operate offline or on-
line, the identification experiments can be car-
ried out in the two regimes. When the genera-
tor operates offline there is interaction among 
the dynamics of the components of the excita-
tion control system, including the generator. 
However, in this regime the generator model 
is simple and well known. When the generator 
is connected to the power grid, the generator 
model has complex dynamics, and the excita-
tion control system is exposed to more distur-
bances.

From such characteristics, the main four con-
ditions that should be fulfilled in an identification 
experiment are:

a. Carrying out the experiment in closed loop, re-
gardless the generator is online or offline. The 
estimation method should take into account the 
limitations of closed loop identification.

b. Using the detailed and standard structures of 
the EXS models.

c. Avoid the unavailability of the generator. Exper-
iments in short periods of time and perturbation 
signals with magnitudes that do not affect the 

operation and security of the generator should 
be used.

d. Using signals sufficient to estimate all the re-
quired parameters.

4.2  Assessment system

The assessment system is shown in table 2. 
The system includes the four typical stages of an 
identification process: design and carry out the 
experiment, select the model structure, select the 
parameters estimation method, and validate the 
model. At each stage, there are some categories, and 
in each category there are the actions or elements 
that can be reported in an article about excitation 
system identification. For example in the first stage, 
the category was generated because the experiment 
can be carried out with the generator online, offline 
or during a disturbance, see table 2.

The actions and elements are assessed accord-
ing to the conditions defined in section 4.1. Table 2 
shows a number in parenthesis in front of each cat-
egory, which is the maximum value that receives that 
category. In front of each action or element appears 
the value to be assigned if the paper fulfills it. Such 
values were defined in agreement with the catego-
ries, actions and elements contribution to the defined 
conditions. For example, category 1(operating condi-
tions of the synchronous machine) has a maximum 
value of 2, while category 3 (signal processing) has a 
maximum value of 1. Such a difference is caused by 
the stronger influence of category 1 in the conditions 
defined in section 4.1 over the impact of category 
3. Similarly, in the evaluation of category 1, the ele-
ment increases the category value because such an 
operation condition is clearly required in the third 
condition (c) defined in section 4.1, therefore genera-
tor offline has a null value. In the same category, a 
null value has been assigned to the element since it 
is not possible to design the perturbation signal and 
to schedule the tests.
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Table 2. Bibliographic classifi cation system

Category Category description and options Value
Stage I: Design and carry out the experiment, recording data

1 Operating conditions of the synchronous machine (2)
 Generator online 2
 Generator offl ine 0
 Generator during a transient (e.g. load rejection) 0

2 Perturbation signal (2)
 Pseudo random binary sequence 2
 Signal with frequency range of interest 2
 Step or sinusoidal 1
 Event in the power system 0

3 Signal processing (1)
 Noise consideration 0,5
 Special processing of signals 0,5

4 Input/output consideration (2)
 The entire model is identifi ed 2
 Each block is identifi ed 0
 The entire model and each block are identifi ed 1

5 Source or origin of recorded data (1)
 Experiment on power plant 1
 Experiment on prototypes 0,5
 Experiment on reference or detailed models (simulation) 0
 Experiment on simple models (simulation) 0

Stage II: Select the model structure
6 Final model (1)

 Standard model (e.g. recommended model by IEEE) 1
 Particular model, non standardized 0

7 Number of parameters (2)
 Identify more than four parameters 2

Stage III: Select the parameter estimation method
8 Modeling approach (2)

 Grey box modeling (normalized models e.g. IEEE) 2
 Black box modeling 0

9 Estimation of nonlinearities (1)
 Estimated by the estimation method 1
 Linearized and then estimated 0,5
 Calculated with other methods 0
 Not considered 0

10 Type of identifi cation (1)
 Parametric identifi cation 1
 Non-parametric identifi cation 0

Stage IV: Validate the model
11 Validation method (2)

 Comparison of experimental and estimated signals 1
 Calculation of performance or error indexes 0,5
 Stochastic validation (e.g. correlation analysis) 1
 Parameters comparison 0,5

12 Identifi ability evaluation (2)
 Quantitatively 2
 Qualitatively 1
 Not reported 0

13 Selection of data to validate the model (1)
 Different data from those used for the estimation 1
 Same data used for the estimation 0,5
 Not reported 0
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Table 3 shows the results of the bibliographic 
classification method condensed in a matrix, in which 
there are the references and the thirteen categories 
assessed for each paper. In the last column there is 
reported the total value assigned to the reference 
according to the four conditions previously defined. 
In the last row the percentage of papers with the 
highest value PHV [%] for each category, is presented.

There are several approaches to extract infor-
mation from table 3. The table can be interpreted 
by categories; e.g. in category 1 only six papers, or 
20,6 %, have carried out experiments with the gener-
ator operating online. In category 5, eighteen papers 
or 62 %, have collected data in power plants. Table 

3 could also be interpreted combining categories, 
e.g. in categories 1 and 5 it is observed that only four 
papers report experiments carried out with the gen-
erator operating online into power plants. Another 
interpretation is to observe the total value in the last 
column and determine the papers that better match 
the conditions given in section 4.1.

Since the references are organized in a chron-
ological form, some information can be interpreted 
also in this way, e.g. in category 3, authors discussed 
the noise and signal processing between 1971 and 
2000, the broader discussion took place between 
1993 and 2000, and from 2000 until now the noise 
issue did not discussed again.

Table 3. Results of the bibliographic classifi cation method

Stage I Stage II Stage III Stage IV

TotalCategory 1 2 3 4 5 6 7 8 9 10 11 12 13

References
Glaninger-Katschnig (2010) 2 2 0 2 1 0 0 0 0 0 0 0 0 7
Puma and Colome (2008) 0 2 0,5 2 1 1 2 2 1 1 1,5 1 1 16
Shen and He (2007) 0 2 0 2 0 1 2 2 0 1 2 0 1 13
Saldaña, Calzolari and Cerecetto (2006) 0 1 0 0 1 0 2 2 0 0 1 0 0 7
Hernandez et al. (2006) 0 2 0 0 0 1 0 2 1 1 0,5 0 0 7,5
Liao et al. (2006) 0 1 0 0 0 1 2 2 0,5 1 0,5 1 0 9
Abd-Alla et al. (2006) 0 1 0 2 1 1 2 2 0 1 1 0 0,5 11,5
Botero and Ramírez et al. (2005) 0 2 0 2 0 1 0 0 0 1 2 0 1 9
Paszek et al. (2005) 0 0 0 2 0 0 2 2 1 1 1 0 0,5 9,5
Rasouli and Karrari (2004) 2 2 0 0 1 0 2 2 0 1 1,5 0 0 11,5
Ramírez, Saavedra and Vásquez (2003) 0 1 0 0 1 1 0 2 0 0 1 0 1 7
Feltes et al. (2002) 0 0 0 0 1 1 2 2 1 1 1 0 1 10
Yao et al. (2001) 0 1 0 2 1 1 2 2 0 1 1 0 0 11
Bhaskar et al. (2000) 0 2 1 0 0 1 2 0 0,5 1 1,5 1 1 11
Chow et al. (1999) 0 0 1 0 1 1 2 0 0 1 1 0 0 7
Vermeulen and Strauss (1999) 0 2 0,5 1 1 0 0 2 0 1 2 0 0 9,5
Ludwig et al. (1998) 0 2 1 0 0 1 2 0 0 1 1,5 1 1 10,5
Hsu et al. (1996) 0 1 0,5 2 1 1 0 2 0 1 1 0 0 9,5
To and David (1996) 2 2 1 2 0 0 0 0 0 1 1 0 0 9
Wang et al. (1995) 0 0 1 2 1 1 2 2 0,5 1 1,5 0 0 12
Guo et al. (1995) 0 1 0,5 0 1 1 2 0 0 1 1 0 1 8,5
Zazo et al. (1994) 0 1 0 1 1 1 2 0 0 1 2 0 1 10
Liu et al. (1993) 2 2 0,5 0 1 0 2 2 0 1 0,5 0 0 11
Benchluch and Chow (1993) 0 0 1 2 0 1 2 2 1 1 1,5 1 0 12,5
Liaw et al. (1992) 2 2 0,5 0 1 0 2 0 0 1 0,5 0 0 9
Shen, Zhu and Han (1991) 2 2 0 0 0 0 2 2 0 1 1,5 0 0 10,5
Sanchez-Gasca et al. (1988) 0 0 0,5 2 0 1 0 2 0 1 0,5 0 0 7
Gibbard and Kaan (1975) 0 1 0,5 0 1 0 0 2 0 0 1 0 0 5,5
Warchol et al. (1971) 0 1 0,5 0 1 1 0 2 0 0 1 0 1 7,5
PHV [%] 20,6 44,8 20,6 41,3 62 65,5 65,5 68,9 17,2 82,7 13,7 17,2 34,5
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4.3  Results of the bibliographic 
classification method

From the results given in table 3 several analy-
ses can be performed, where the most important to 
reach the conditions defined in section 4.1 are:

In category 1, only 20,6 % of the publications 
have reported experiments with the generator online: 
Shen, Zhu and Han (1991), Liaw et al. (1992), Liu et 
al. (1993), To and David (1996), Rasouli and Karrari 
(2004), Glaninger-Katschnig (2010), and only four 
publications have reported experiments in power 
plants, and not in prototypes or models. The low 
percentage of publications that report experiments 
with the generator operating online, in contrast to the 
requirement to avoid the unavailability of the genera-
tion, shows that the identification experiments with 
the generator online must be further investigated.

In category 2, references Shen, Zhu and Han 
(1991), Liaw et al. (1992), Liu et al. (1993), To and 
David (1996), Ludwig et al. (1998), Vermeulen and 
Strauss (1999), Bhaskar et al. (2000), Rasouli and Kar-
rari (2004), Botero and Ramírez (2005), Hernandez 
et al. (2006), Shen and He (2007), Puma and Colome 
(2008) and Glaninger-Katschnig (2010) report the use 
of signals with persistently excitation as the PRBS sig-
nal. Those signals are rich in frequencies and perturb 
the system dynamics in the interest frequency range. 
In Rasouli and Karrari (2004) the authors use square 
and triangular signals with maximum frequencies less 
than 3 Hz. The validation results support the use of 
those signals. In category 3, it must be highlighted 
the fact that among the reviewed papers it was not a 
noise consideration or especial processing of signals 
from 2001 to 2010.

In category 4, 41,3 % of the publications re-
port the use of input/output data from the complete 
excitation system to estimate all the linear model 
parameters. Similarly, in category 7 only 65,5 % of 
publications report that more than four parameters 
were estimated using input/output data of the com-

plete excitation system model. Therefore, taking into 
account that not all the elements input/output termi-
nals are available in the excitation system, algorithms 
that estimate all the model parameters from input/
output data of the complete excitation system must 
be proposed.

In category 9, the nonlinearities estimation of 
excitation systems is a topic actively explored from 
2002. The estimation of the nonlinearities directly 
from the estimation method is reported in Benchluch 
and Chow (1993), Feltes et al. (2002), Paszek et al. 
(2005), Hernandez et al. (2006), and Puma and Co-
lome (2008), while Ramírez, Saavedra and Vásquez 
(2003) report the nonlinearities estimation from 
independent experiments, which leads to undesired 
offline time of the generator.

In category 10, most of the publications have 
reported the use of parametric estimation techniques. 
Only in references Warchol et al. (1971), Gibbard 
and Kaan (1975), Ramírez, Saavedra and Vásquez 
(2003), Saldaña, Calzolari and Cerecetto (2006), and 
Glaninger-Katschnig (2010) non-parametric tech-
niques have been reported. Usually, non-parametric 
techniques require more experiment time affecting 
the availability of the generator, but the parameters 
are estimated individually increasing the accuracy of 
the estimated value.

Category 11 shows the percentage of publica-
tions that used more approaches to validate the exci-
tation system models, publications that have higher 
scores in this topic are Zazo et al. (1994), Vermeulen 
and Strauss (1999), Botero and Ramírez (2005), 
and Shen and He (2007), therefore they are a good 
introduction of validation procedures. The identifi-
ability of the parameters of the excitation system has 
only been discussed in Benchluch and Chow (1993), 
Ludwig et al. (1998), Bhaskar et al. (2000), Liao et al. 
(2006), and Puma and Colome (2008). No reviewed 
publication has presented a quantitative treatment 
about parameter identifiability, which is assessed in 
the category 12.
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4.4  Review of selected publications 
on excitation system identification

To analyze the contributions in the character-
istics defined in section 4.1, a review of the articles 
that closely match such conditions is presented be-
low. In this way, the most representative papers are 
selected based on the total value obtained in table 
3, choosing the ones with a total value higher than 
70 % of the maximum value achieved, 16 by Puma 
and Colome (2008). Therefore, the papers discussed 
are: Benchluch and Chow (1993), Wang et al. (1995), 
Rasouli and Karrari (2004), Abd-Alla et al. (2006), 
Shen and He (2007), and Puma and Colome (2008).

Benchluch and Chow (1993) use a trajectory 
sensitivity technique to identify nonlinear excitation 
system models. The technique is used to identify two 
types of nonlinearities: limits of signals and param-
eters of a magnetic saturation function. An important 
aspect in this paper is that singular values are used 
to provide information about the parameters iden-
tifiability. Additionally, the effect of the noise in the 
parameters identifiability is also studied.

Wang et al. (1995) presents a procedure to 
identify excitation system models based on discrete 
measurements from a plant transient recorded sys-
tem. The authors use data collected during a fault 
of the system, therefore they do not use external 
perturbation signals. The gradient averaging sto-
chastic approximation method is used to estimate 
the nonlinearities of the excitation system model.

Rasouli and Karrari (2004) present a nonlinear 
identification of an excitation system operating in a 
power plant, where the experiments are carried out 
with the generator online. Grey box and black box 
modeling are used to estimate the excitation system 
parameters. In grey box approach, the parameters of 
a transfer function are obtained using a well known 
estimation algorithms like prediction error method. In 
black box modeling, the excitation system is identified 
using a discrete wavelet transform. Both approaches 
report good results, however, the authors highlight 

that transfer function model will be more useful for 
power engineers in power system analysis.

A nonlinear identification method for an exci-
tation system of a power plant in China is presented 
by Abd-Alla et al. (2006). A genetic algorithm and 
prediction error method are used to estimate the 
model parameters. The comparison of time responses 
and estimated parameters shows good results from 
both methods, but better results were obtained from 
the genetic algorithm. The experiments to collect 
the data were carried out with the generator offline.

Shen and He (2007) present the identification 
of an excitation system in a simulation environment. 
The excitation system and a single machine models 
are implemented using MATLAB/Simulink. A pseu-
dorandom binary sequence is used as perturbation 
signal and a genetic algorithm is adopted to estimate 
the model parameters. The influence of different 
sampling periods on parameter identification results 
is also analyzed. Finally, the authors provide some 
advices in parameter estimation of excitation systems.

A methodology to estimate linear and non-
linear parameters of excitation system models is 
presented by Puma and Colome (2008). Genetic 
algorithms are used to estimate linear and nonlin-
ear parameters simultaneously. The identification 
methodology is applied in a simulation environment 
over two excitation system standard models DC1A 
and ST1A, and over an actual excitation system in a 
power plant. The results obtained are good enough 
and the model responses are close to the system 
responses, and the identification experiments are 
carried out with the generator offline. Finally, authors 
report that the noise in the measurements does not 
affect the identification results.

4.5  Open research areas in excitation 
system identification revealed by the 
bibliographic classification method

The research areas in excitation system identifi-
cation that are insufficiently explored can be selected 
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from the results in the last row of table 3, which 
indicates the percentage of papers that deals with 
a specific category. In this case, characteristics with 
percentage equal or smaller than 25 % are defined 
as insufficiently explored research areas in excitation 
system identification and therefore discussed below.

Only 20,6 % of the publications have reported 
experiments with the generator online: Shen, Zhu 
and Han (1991), Liaw et al. (1992), Liu et al. (1993), 
To and David (1996), Rasouli and Karrari (2004), 
and Glaninger-Katschnig (2010). Rasouli and Karrari 
(2004) has reported identification experiments with 
the synchronous machine generating different levels 
of active power, obtaining different parameter values 
of the excitation system model for each operating 
point. The difference in the parameter values is as-
sociated with the nonlinearities of the system. Among 
the reviewed papers, no one has investigated the 
effect of the operating conditions on the identifica-
tion results, taking into account that the excitation 
control system operates in closed loop during the 
identification experiment.

The percentage of category 3 is below 25 %, 
however, the effect of the noise in parameter estima-
tion was widely investigated between 1971 and 2000. 
Published papers from 2000 do not dedicated strong 
efforts to work in the noise issue. In addition, Puma 
and Colome (2008) show a computational algorithm 
to estimate the parameters without adverse effect of 
the noise present in the measurements.

The nonlinearity values in excitation system 
models usually are given by the manufacturer or 
are taken from databases of power system analysis 
handbooks. The estimation of nonlinearities on the 
excitation system has been addressed only by the 
17,2 % of the reviewed papers. Ramírez, Saavedra 
and Vásquez (2003), and Saldaña, Calzolari and 
Cerecetto (2006) calculate analytically the non-
linearities. In contrast, in Wang et al. (1995) and 
Bhaskar et al. (2000) the nonlinearities are linearized 
and then estimated, while in references Benchluch 
and Chow (1993), Feltes et al. (2002), Paszek et al. 

(2005), Hernandez et al. (2006), and Puma and Co-
lome (2008) the nonlinearities are estimated with 
the estimation method. From those developments, 
genetic algorithms have demonstrated to be an ef-
fective technique to estimate the linear parameters 
and the nonlinearities simultaneously.

Parameters identifiability is another aspect 
that has not been actively addressed in papers about 
excitation system identification. No reviewed article 
has focused on evaluating the identifiability of exci-
tation system parameters, nor on the identifiability 
taking into account the operating conditions of the 
synchronous generator, which is an important aspect 
since the dynamics of the excitation control system 
changes with the generator operating condition. 
Benchluch and Chow (1993), Ludwig et al. (1998), 
Bhaskar et al. (2000), Liao et al. (2006), and Puma 
and Colome (2008) slightly discussed the parameters 
identifiability of excitation systems, but not deeper 
analyses based on the results have been provided.

Validation stage is the category with the low-
est percentage, only 13,7 %, among the defined 
categories. In most cases, papers in excitation system 
identification report the validation of the model 
comparing the system output to the model output, 
and some of them present an error index to quantify 
the differences between the outputs. When papers 
are focused on parameters estimation, they compare 
the estimated parameters with a set of reference 
parameters. Residual analysis is another way used to 
validate excitation system models, where the identi-
fication experiment conditions should be taken into 
account; for example, data collected with or without 
feedback path. Zazo et al. (1994), Vermeulen and 
Strauss (1999), Botero and Ramírez (2005), and Shen 
and He (2007) use several ways to validate excita-
tion system models, providing a good comparison 
scenario that helps the reader to select a validation 
procedure depending on its particular requirements. 
Finally, standard indexes or validation procedures 
designed for excitation system identification must be 
developed to allow a comparison between different 
identification approaches.
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5.  CONCLUSIONS

To establish the state of the art in excitation 
system identification, a bibliographic classifica-
tion method was designed and implemented. The 
proposed method was used to review publications 
in excitation system identification and to detect 
open research issues in this topic. The bibliographic 
method was applied to papers published from 1971 
until 2010.

Among the results obtained with the method, 
the next are highlighted: the topic most discussed 
by the authors in the reviewed publications was the 
estimation algorithm or method, i.e. several estima-
tion methods were used to estimate the parameters 
of an excitation system model. But few authors have 
focused their efforts to estimate the nonlinearities of 
excitation system models or to investigate the effects 
of carrying out the identification experiments with the 
generator online. Similarly, few papers report iden-
tification methodologies that match completely the 
conditions defined in section 4.1, which are required 
to deal with the requirements of identify parameters 
of excitation systems nowadays.
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